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W ith their promise of 
greater security com-
bined with less incon-
venience, biometric 

technologies are increasingly being 
integrated into working environ-
ments. Fingerprint scanners and 
facial recognition are replacing 
swipe cards and PIN codes for se-
curing physical access to sensitive 
areas; facial recognition is replacing 
passwords for accessing computers; 
telephone voice recognition systems 
are replacing lengthy sets of security 
questions; automated tracking tech-
nologies are even improving custom-
er convenience by allowing in-
person shopping without the need  
to interact with a cashier or present 
a payment card. As these technolo-
gies become more sophisticated  
and accessible, their presence in  
the workplace is set to grow even 
further.  

While biometric technologies provide 
advantages that are undeniable for 
many organisations, they also pose 
potentially significant risks. One ma-
jor concern is the potential for data 
breaches. Whereas a password can 
be reset if it has been compromised, 
biometric data cannot. In addition, 
biometric recognition systems are 
not always accurate, and can suffer 
from both false positives and false 
negatives. Like any security technol-
ogy, the protection offered by bio-
metric systems is not infallible.  
Further, the processing of biometric 
data can have a substantial impact 
on the privacy of employees, cus-
tomers and visitors. 

There are laws that are designed to 
help address these risks, including 
the GDPR/UK GDPR and the EU  
AI Act. Processing biometric data in 
compliance with these laws presents 
a number of challenges, however. It 
should be noted that the EU AI Act 
specifically states that it does not 
affect the GDPR, which means that 
organisations will typically be re-
quired to comply with both regimes 
in parallel. 

Biometric data and the 
GDPR/UK GDPR 

As well as attracting the usual com-
pliance obligations imposed by the 

GDPR/UK GDPR regarding any pro-
cessing of personal data, biometric 
data is a form of ‘special category 
data’, and is therefore subject to 
stricter requirements. In particular, 
the legal bases available to an or-
ganisation that wishes to process 
biometric data are limited (as set out 
in Article 9(2) GDPR/UK GDPR). For 
most organisations, the only realisti-
cally available legal basis for pro-
cessing biometric data in a work-
place context is getting the explicit 
consent of affected data subjects 
(Article 9(2)(a) GDPR/UK GDPR).  

In addition to being explicit, such 
consent must take the form of a 
freely given, specific, informed  
and unambiguous indication of the 
data subject’s wishes (Article 4(12) 
GDPR/UK GDPR). However, in a 
workplace context, it can be very 
difficult to show that consent has 
been ‘freely given’, due to the  
imbalance that often exists between 
an employer and an employee. As 
the European Data Protection Board 
has explained in paragraph 21 of its 
Guidelines 05/2020, “it is unlikely 
that the data subject is able to deny 
his/her employer consent to data 
processing without experiencing the 
fear or real risk of detrimental effects 
as a result of a refusal.” There are, 
of course, situations in which an  
employer could obtain freely given 
consent from employees, but these 
are limited to scenarios in which the 
employee is genuinely free to refuse, 
without any fear of penalties or ad-
verse consequences.  

Therefore, when implementing  
biometric security in the workplace, 
organisations need to find a way to 
provide the affected employees with 
a genuine choice regarding the pro-
cessing of biometric data.  

Taking the example of biometric ac-
cess to a secure workplace, an or-
ganisation could allow its employees 
the choice of two different ways to 
gain secure entry: 

· use of a standard biometric secu-
rity system (e.g., security gates
that operate on the basis of facial
recognition); and

· use of a more traditional system
(e.g., security gates that use a
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combination of a swipe card and 
a PIN).  

On the basis of the following, the 
employer has a good argument that 
those employees have validly given 
explicit consent to the processing of 
their biometric data. 

· the employer provides the em-
ployees with clear information
concerning the nature and pur-
poses of the processing that will
take place in each case;

· employees are free to select
whichever option they prefer;
and

· the employer obtains (and keeps
a record of) consent from those
employees who select the bio-
metric option.

Guidance from the UK Information 
Commissioner’s Office on biometric 
data provides a similar example re-
garding access to a gym. Important-
ly, it must be possible for employees 
who have consented to the pro-
cessing of their biometric data to 
withdraw that consent at any time 
(Article 7(3) GDPR/UK GDPR). In 
the above example, this would mean 
that the employer would need to al-
low such employees to switch to the 
swipe card and a PIN option.  

Beyond the requirement to obtain 
explicit consent, organisations need 
to ensure that they comply with the 
standard ‘background’ GDPR/UK 
GDPR compliance requirements 
when processing special category 
data of employees (e.g., implement-
ing appropriate security measures, 
data protection by design and by 
default, data transfer measures, pur-
pose limitation, maintaining records 
of processing, giving effect to the 
rights of employees, etc.). Most im-
portantly, the processing of biometric 
data in a workplace context may trig-
ger the requirement to complete a 
data protection impact assessment 
(‘DPIA’) (Article 35(3)(b) GDPR/UK 
GDPR) and consultation with the 
organisation’s Data Protection Of-
ficer, if it has one. Any such DPIA will 
need to be kept under review, and 
updated as the biometric processing 
technology evolves over time. 

Biometric data and the EU 
AI Act  

The EU AI Act introduces a  
sophisticated framework for regulat-
ing biometric technologies, with mul-
tiple definitions and categories. The 
EU AI Act also has a very aggressive 
extraterritorial scope (see ‘The EU 
Act Part 2’, Volume 24, Issue 6,  
pages 13-14) meaning that it is often 
likely to apply to organisations in the 
UK, and elsewhere outside the EU, 
even where those organisations are 
not operating in the EU. 

The EU AI Act uses the same defini-
tion of ‘biometric data’ as the GDPR, 
but adds definitions of (among oth-
ers): 

· ‘biometric identification’ (i.e.,
automated recognition of individ-
uals based on biometric data);

· ‘biometric verification’ (i.e.,
automated one-to-one verifica-
tion of a person’s identity by
comparing their biometric data
against a record) although this
term is only used once in an op-
erative provision;

· ‘biometric categorisation sys-
tems’ (i.e., systems that assign
individuals to specific categories
on the basis of their biometric
data); and

· ‘remote biometric identification
systems’ (i.e., systems that iden-
tify individuals without their ac-
tive involvement).

This complexity can make it difficult 
for organisations to understand and 
comply with the specific require-
ments for each type of biometric 
technology. 

Most implementations of biometric 
technology in the workplace are  
likely to fall within the EU AI Act’s 
very broad definition of an ‘AI Sys-
tem’ (see ‘The EU Act Part 1’, Vol-
ume 24, Issue 5, paragraph 14-15). 
AI Systems that are used for the pur-
poses of remote biometric identifica-
tion, biometric categorisation, or 
emotion recognition, are categorised 
as ‘high-risk’ under Annex III of the 
EU AI Act. High-risk AI Systems are 
subject to stringent compliance re-
quirements, including transparency, 

assessments, documentation, gov-
ernance, and human oversight obli-
gations. (Note that some of the as-
sessment requirements can be met 
by completing a DPIA, as referred to 
above). 

However, AI Systems that process 
biometric data for the limited purpose 
of confirming that a specific individu-
al is the person he or she claims to 
be are not categorised as ‘high-risk’. 
This means that most biometric se-
curity systems in the workplace are 
likely to be categorised as ‘limited 
risk’ and will therefore attract fewer 
compliance obligations under the EU 
AI Act. 

Conclusion 

Due to the sensitive nature of bio-
metric data and the stringent require-
ments imposed by the GDPR/UK 
GDPR and the EU AI Act law, the 
use of biometric technologies pre-
sents several challenges. Organisa-
tions need to navigate these chal-
lenges with care, by ensuring that 
they have appropriate consent  
mechanisms and other GDPR/ 
UK GDPR compliance measures  
in place, and by ensuring that they 
understand which of their AI Systems 
are likely to be categorised as ‘high-
risk’ or ‘limited risk’ under the EU  
AI Act and implementing the corre-
sponding compliance measures. This 
requires each organisation to gather 
enough information to have a clear 
understanding of how each biometric 
technology will function in practice, in 
order to determine which compliance 
obligations apply in each case. As 
the regulatory environment continues 
to evolve, organisations will need to 
stay informed and adapt their compli-
ance structures to meet these re-
quirements. 
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